
between electric and magnetic field is easily obtained from the
simulation, and compared with the theoretical one (180° �
arctg[�1 � �2/�] � 107.5°) [8], the error being less than 0.1%.
The wave impedance (defined in this case as the relation between
the amplitudes of E and H) is easily obtained, too, and compared
with the theoretical value (1, if we use normalized units), being
also coincident, with a relative error of less than 0.5%.

Finally, the phase speed of the wave is computed observing the
fields in different positions (5010, 5110, and 5210), and the time
shift between them (Fig. 3). It agrees well with the normalized
theoretical value vtheor � 1/�1 � �2 � 1.05 c, (c being the phase
velocity in vacuum). The velocity obtained in our simulation is
vTellegen � 1.07 c. The relative error is, then, less than 2%.
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ABSTRACT: Multiple-beam antenna arrays have important applica-
tions in communications and radar. This paper describes a method of
designing a reconfigurable dual-beam antenna array using a new evolu-
tionary algorithm called particle swarm optimization (PSO). The design
problem is to find element excitations that will result in a sector pattern
main beam with low side lobes with the additional requirement that the
same excitation amplitudes applied to the array with zero phase should
result in a high directivity, low side lobe, and pencil-shaped main beam.
Two approaches to the optimization are detailed. First, the PSO is used
to optimize the coefficients of the Woodward–Lawson array synthesis
method. Second, the element excitations will be optimized directly using
PSO. The performance of the two methods is compared and the viability
of the resulting designs are discussed in terms of sensitivity to errors in
the excitation. Additionally, a parallel version of the particle swarm
code developed for a multi-node Beowulf cluster and the benefits that multi-
node computing bring to global optimization will be discussed. © 2003
Wiley Periodicals, Inc. Microwave Opt Technol Lett 38: 168–175, 2003;
Published online in Wiley InterScience (www.interscience.wiley.com).
DOI 10.1002/mop.11005

Key words: particle-swarm optimization; reconfigurable array; Wood-
ward–Lawson method

1. INTRODUCTION

Reconfigurable antenna arrays that are capable of radiating with
multiple power patterns using a single power dividing network are
desirable for many applications. A number of design methodolo-
gies for multiple-pattern arrays have been described in the litera-
ture [1, 3]. Solutions to the problem using evolutionary algorithms
such as genetic algorithms (GA) and simulated annealing (SA)
have also been considered. In this paper we will use the particle
swarm optimization (PSO) algorithm to perform dual-beam array
optimization.

Previous work has shown the particle swarm to be an effective
alternative to more established evolutionary algorithms for certain
kinds of problems [8, 9]. Furthermore, the PSO algorithm retains
the conceptual simplicity of the genetic algorithm while being
much easier to implement and apply to design problems with both
discrete and continuous design parameters [7].

The problem described herein is as follows: design a recon-
figurable dual-beam 20-element array (see Fig. 1) such that the
same amplitude distribution generates either a pencil-shaped or a
sector power pattern, the difference being dependent only upon the
phase distribution of the array. All excitation phases are set at 0°
for the pencil-shaped beam, and are varied in the range �180° �
� � 180° to form the sector pattern. The design parameters for a
particular implementation are summarized in Table 1. Graphically,
the patterns should fit within the masks specified in Figures 2 and 3.

In the second section of this paper, the particle swarm optimi-
zation algorithm will be reviewed. Relevant material will be dis-
cussed to familiarize the reader with the underlying concepts that
make the PSO a viable optimization method for antenna synthesis
problems. Parallel computing can have an important impact on the
amount of time it takes to perform optimizations using the particle

Figure 3 Temporal evolution (a) vacuum and (b) Tellegen medium,
magnitude vs. spatial position) of the electric field Ex in three different
spatial positions (5010, 5110, and 5210). The time shift of the second
minimum, between every case, is shown
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swarm. A parallel implementation of the PSO is discussed in terms
of the achievable performance gains.

In the third section, the results of two approaches to the
dual-beam optimization problem will be presented. The problem
was first approached using the Woodward–Lawson beam synthesis
method because the current problem is fundamentally one of beam
synthesis. In contrast to traditional methods of calculating the
Woodward–Lawson coefficients, however, in our case the particle
swarm was used to optimize the coefficients. The complexity and
additional computational requirements introduced by the Wood-
ward–Lawson method were hypothesized to be unnecessary, and
in an attempt to simplify and clarify the process the PSO was used
to specify the amplitude and phase of each element’s excitation
directly.

Finally, the results of the optimizations will be analyzed using
independent array simulation software and concepts used to tradi-
tionally evaluate the performance of evolutionary optimizers. A
sensitivity analysis is also performed to verify that optimized
designs could be successfully applied in real-world scenarios.

2. PARTICLE SWARM OPTIMIZATION

Particle swarm optimization is an evolutionary algorithm similar to
genetic algorithms [6] and simulated annealing, but it operates on
a model of social interaction between independent agents and
utilizes swarm intelligence to achieve the goal of optimizing a
problem-specific fitness function [5]. The PSO randomly initializes
the position and velocity of each particle within the swarm at the
beginning of the optimization. Each position represents a possible
solution to the problem, and is specified as the matrix

X � �
x11 x12 · · · x1N

x21 x22 · · · x2N

···
xM1 xM2 · · · xMN

�, (1)

where M is the number of particles in the simulation and N is the
number of dimensions of the problem. Each particle also has an
associated velocity, which is a function of the distance from its

Figure 1 Geometry of the reconfigurable array to be optimized. Each
element is attached to a variable phase shifter (VPS) but the power dividing
network (PDN) for both the pencil (solid line) and sector (dashed line)
beams is the same

TABLE 1 Design Parameters for each Beam Pattern

Design Param. Pencil Pattern Sector Pattern

SLL �30 dB �25 dB
HPBW 6.4° 24°
BW at SLL 20° 40°
Ripple N/A 0.5 dB

Figure 2 The mask for the pencil-shaped beam shows graphically all of
the requirements listed in column 1 of Table 1

Figure 3 The sector-shaped beam mask specifies a larger beamwidth and
a 0.5-dB ripple along the “flat” section of the pattern
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current position to the positions which have previously resulted in
a good fitness value. The velocity matrix must be the same size as
the position matrix, and is represented as

V � �
v11 v12 · · · v1N

v21 v22 · · · v2N

···
vM1 vM2 · · · vMN

�. (2)

In order to update the velocity matrix at each iteration of the
algorithm, every particle must also “know” the global best and
personal best position vectors. The global best-position vector
specifies the location in solution space at which the best fitness
value was obtained. The global best may be attained by any
particle at any iteration up to the present one. Similarly, the
personal best-position vector specifies the position at which any
given particle achieved its best fitness value up to the current
iteration. Therefore, although every particle in the swarm accesses
the same global best position, the personal best positions are
specific to a given particle. The personal best positions can also be
represented by an M � N matrix:

P � �
p11 p12 · · · p1N

p21 p22 · · · p2N

···
pM1 pM2 · · · pMN

�. (3)

The global best position is an N-dimensional vector given by

G � �g1 g12 · · · gN�. (4)

X, V, P, and G together contain all of the information required
by the particle-swarm algorithm. The heart of the algorithm, how-
ever, is the process by which these matrices are updated on each
successive iteration. In an effort to numerically model the behavior
of groups of natural agents such as fish or birds, the algorithm
requires that the position of each particle should move towards
both the global best and its personal best positions. For this to
occur, the velocity of the particle must be appropriately chosen.
The velocity matrix is updated each iteration according to [4]:

vmn � vmn � c1�1� pmn � xmn	 � c2�2� gn � xmn	, (5)

Figure 4 Independently optimized pencil-shaped radiation pattern of a
20-element linear array and the element excitation required to achieve this
pattern. Note that the phase is equal to zero for every element in this case

Figure 5 Independently optimized sector-shaped radiation pattern of a
20-element linear array and the element excitation required to achieve this
pattern. Note that both amplitude and phase are optimized by the PSO in
this case
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where �1 and �2 are uniform random variables in the range 0 �
�1,2 � 1. For every dimension, the particles move in the direction
specified by the velocity matrix according to a simple relationship
given by

X � X � V. (6)

For the problem at hand, the number of dimensions is equal to
twice the number of antenna elements because both the amplitude
and phase of each parameter must be specified by the PSO. Also,
a swarm of 20 particles was used. The algorithm parameters c1 and
c2 specify the relative weight that the global best position has
versus the particle’s personal best. Empirical testing has found 2.0
to be a reasonable value for both c1 and c2 [4] for swarms that are
not subject to a constriction factor as described in [2]. Linear
velocity damping was applied with the upper limit 0.9 and the
lower limit 0.4. Velocity damping improves the convergence be-
havior of the particle swarm by gradually increasing the relative
emphasis of the global and personal best positions on a particle’s
velocity.

2.1 Fitness Evaluation
Evolutionary algorithms use the concept of fitness to represent
how well an arbitrary solution satisfies the design parameters. Each
of the parameters used to calculate the fitness is referred to as a
fitness factor. The fitness factors must together quantify the solu-
tion. For antenna problems, common fitness factors are directivity,
gain, SLL, and physical size and weight.

For the reconfigurable dual-beam optimization, the fitness func-
tion must quantify the entire array radiation pattern. One possible
method of doing so would be to compare the calculated pattern
point-by-point with the desired pattern as follows

Fitness ��
0

�

�fd��	 � f��	�d�. (7)

In practice, this method does not work well because the optimi-
zation tries to maximize the nulls between adjacent side lobes in
addition to minimizing the side-lobe peaks. In essence, this wastes

optimization power because the nulls between side lobes are of
little importance to the performance of most antenna arrays.

Instead, the calculated pattern can be described in terms of the
criteria of the desired pattern. This method requires considerably
more finesse because no assumptions can be made regarding the
shape of the calculated pattern. If any of the parameters listed in
Table 1 are left out of the calculation, the optimization will almost
certainly result in very poor designs.

The fitness function for the dual-beam array optimization can
be expressed as follows:

Fitness � �
i�1

3

�Pi,d
� p	 � Pi

� p		2 � �
i�1

4

�Pi,d
�s	 � Pi

�s		2, (8)

where the superscript p specifies fitness factors for the pencil
pattern and the superscript s specifies fitness factors for the sector
pattern. The subscript d represents the desired values for each
fitness factor. Finally, P represents the applicable fitness factors
specified in Table 1. Essentially, the first summation is performedFigure 6 Convergence curves of the single-beam optimizations show

that the sector pattern is significantly more difficult to optimize than the
pencil pattern

Figure 7 Dual-beam pattern achieved by using the PSO to optimize the
sample values used as input to the Woodward–Lawson method. The pencil
beam is shown with a solid line and the sector pattern with a dashed line.
Also shown are the element excitations that produce the dual-beam pattern.
The phases of the array generating the pencil-shaped beam are all equal to
zero
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over the first column of Table 1, and the second summation is
performed over the second column. Unlike the fitness value for the
pencil beam pattern (which requires just three fitness factors), the
sector pattern fitness must also take into account the pattern ripple.
This explains the difference in the limits of the two summations.

2.2 Parallel Particle Swarm Optimization
The particle swarm algorithm maps well to the parallel computing
paradigm. Because the vast majority of the computing time re-
quired for a global optimization is involved in simulating the
antenna structure, it is much more efficient to run multiple simu-
lations simultaneously on the nodes of a Beowulf cluster than to
run the simulations serially on a workstation.

The particle swarm algorithm is parallel by nature since each
particle can be thought of as an independent agent. At the begin-
ning of any given iteration, each particle has all the information it
needs to determine its current fitness. At the end of each iteration,
the agents exchange some information, update their positions in
solution space, and run another simulation. Parallel computing
benefits the particle swarm by providing each agent with its own
processor on which to run the simulations.

In theory, a parallel version of the particle swarm could per-
form M times better than the serial version, where M is the number
of particles used in the simulation. In practice, message passing
and computational overhead make the parallel version less than
perfectly efficient. For the dual-beam problem, a parallelized par-
ticle swarm converged on a solution approximately 8 times faster
than the serial counterpart when a swarm of 10 agents were used.
The optimization was run on a Beowulf cluster of 5 nodes, each
with two processors. The performance of the parallel version could
likely be improved by further optimizing the code to minimize the
amount of data passed between nodes.

3. DETERMINATION OF EXCITATION COEFFICIENTS

3.1 Independent Optimization of Both Patterns
To verify that the optimization code and fitness evaluation routines
were operating correctly, both of the desired radiation patterns
were synthesized using the PSO independently. The fitness was
calculated using only the P( p) or P(s) terms, depending on which

Figure 8 Dual-beam pattern achieved by using the PSO to optimize the
element excitation amplitude and phase directly. Below are the element
excitations that produce the dual-beam pattern. Again, the phases of the
array generating the pencil-shaped beam are all equal to zero

Figure 9 Convergence curve of the dual-beam optimization achieved by
varying the Woodward–Lawson coefficients using PSO

Figure 10 Convergence curve of the dual-beam optimization achieved
by varying the element excitations (both amplitude and phase) directly
using PSO
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pattern was desired. Figures 4 and 5 show the resulting radiation
patterns for optimized 20-element arrays along with the element
excitation amplitudes and phases.

It is also instructive to examine the convergence curves of the
independently optimized patterns. Convergence curves are often
used to graphically show how quickly a global optimization algo-
rithm can converge to a solution of a certain problem. From Figure
6 it is clear that the sector-shaped pattern is difficult to optimize
because it requires many more iterations than the pencil-shaped
pattern before the fitness value approaches the optimum. Because
the fitness function has been described as the difference between
the desired and actual radiation patterns, this implementation of the
particle swarm attempts to minimize the fitness value, hence the
optimal fitness is zero.

3.2 Optimization of the Woodward–Lawson Coefficients
The first attempt to concurrently design a dual-beam array utilized
the Woodward–Lawson method to calculate the array factor and
radiation pattern. The Woodward–Lawson method requires as
input sample values of the desired array factor given by

an � fd�wn	, (9)

where fd is the desired pattern and the sample points, wn are given
by

wn � n
�

Pd
�

n

L/�
, (10)

where P is the number of elements, d is the element spacing, and
L � Pd is the overall length of the array. Also, �n� 	 M (M being
the number of samples of the desired pattern) and �wn� 	 1.0.
Given these samples of the desired pattern, the element excitations
of the array are calculated from

Im �
1

P �
n��M

M

ane
�j2�� zm/�	wn, (11)

where zm is the location along the z-axis of the mth element. The
array factor can thus be easily calculated from

AF � �
n�0

P�1

Ine
j
ndcos�. (12)

TABLE 2 Sensitivity to Error in Excitation Amplitude

Max. Error (%)

Pencil Pattern, % Change Sector Pattern, % Change

SLL 3 dB BW 30 dB BW SLL 3 dB BW 25 dB BW Ripple

1 0.10 0.00 0.55 0.30 0.55 0.00 0.03
2 0.21 0.00 0.62 0.71 0.82 0.04 0.28
3 0.72 0.00 0.95 0.75 0.67 0.07 0.43
4 0.27 0.00 1.05 1.48 0.55 0.20 0.77
5 0.73 0.00 0.73 1.67 0.70 0.16 0.86
6 1.36 0.00 0.98 1.73 0.39 0.18 0.17
7 2.14 0.00 0.69 2.41 0.30 0.32 2.01
8 1.38 0.00 0.76 2.89 0.91 0.09 0.58
9 1.13 0.00 0.91 3.51 0.76 0.02 0.47

10 2.76 0.00 0.69 3.70 0.76 0.04 1.60
11 2.89 0.00 0.40 3.78 0.73 0.11 2.55
12 2.57 0.10 0.84 4.25 0.61 0.02 2.34
13 4.58 0.00 0.73 3.84 1.00 0.21 2.63
14 3.35 0.00 0.51 4.34 0.85 0.14 0.85
15 3.32 0.30 0.51 5.60 1.73 0.52 4.61

TABLE 3 Sensitivity to Error in Excitation Phase

Max. Error (%)

Pencil Pattern, % Change Sector Pattern, % Change

SLL 3 dB BW 30 dB BW SLL 3 dB BW 25 dB BW Ripple

1 0.00 0.00 0.00 0.52 0.82 0.02 3.83
2 0.00 0.00 0.00 1.29 2.70 0.54 8.71
3 0.00 0.00 0.00 1.95 3.82 0.80 10.61
4 0.00 0.00 0.00 2.75 5.06 1.14 14.68
5 0.00 0.00 0.00 3.00 6.48 1.82 19.43
6 0.00 0.00 0.00 4.14 7.61 2.27 23.37
7 0.00 0.00 0.00 4.63 7.73 2.32 24.42
8 0.01 0.00 0.00 6.87 9.45 3.18 31.81
9 0.01 0.00 0.00 7.49 10.45 4.20 41.33

10 0.01 0.00 0.00 9.09 11.85 4.89 51.29
11 0.01 0.00 0.00 9.88 12.70 6.86 55.50
12 0.01 0.00 0.00 9.50 13.58 8.54 60.71
13 0.02 0.00 0.00 10.04 15.06 10.84 72.74
14 0.02 0.00 0.00 11.45 15.24 13.36 76.85
15 0.03 0.00 0.00 12.55 16.12 14.46 86.91
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The PSO was used to optimize the sample values required as input
for the Woodward–Lawson method. The fitness evaluation pro-
gram, taking wn as input from the PSO, calculates the element
excitations, In, and subsequently the radiation pattern.

Acceptable results were achieved using this method. As Figure
7 shows, both patterns can be generated by the excitation shown
(recall that the phases of the excitation for the pencil beam are all
equal to zero).

3.3 Optimization of the Element Excitations
Performing the optimization on the element excitations directly
provides certain benefits over the Woodward–Lawson synthesis
technique described previously. (Direct optimization of the ele-
ment excitations is shortened to “direct method” for the remainder
of this paper.) One benefit of the direct method is that the number
of dimensions is reduced by two in the case of an array with an
even number of elements. This is true because the Woodward–
Lawson method requires a sample point at z � 0, where there is
not an array element.

The direct method provides only a negligible performance
benefit over the Woodward–Lawson method, but the complexity of
the program was reduced significantly. Also, the direct method still
provides very good results. Figure 8 shows the dual-beam radiation
patterns and the element excitations.

It should be noted that although the radiation patterns of Figures 7
and 8 are very similar, their excitations are vastly different. This
illustrates one of the ways in which evolutionary algorithms are
powerful; they can provide numerous acceptable solutions to the same
problem, allowing the designer to choose among them using more
subjective requirements than those specified in the fitness function.

4. CONVERGENCE AND SENSITIVITY STUDIES

4.1 Convergence
Figures 9 and 10 show the convergence curves and Figure 11
shows the numerical simulation of the optimization of the element
excitations and of the Woodward–Lawson coefficient optimization
using the PSO, the convergence for both methods is similar.
Optimal solutions are first reached at about 1000 iterations of the
PSO. In contrast, the PSO needed 800 iterations to find optimal
solutions for the independent sector pattern. Even easier to opti-
mize was the independent pencil pattern, which required only 300
iterations. None of these results defy expectation. Evolutionary
algorithms all require more time to solve more difficult problems.
In this sense, the most difficult problems are those with more
design parameters. The small difference between the number of
iterations it takes to optimize the sector pattern versus the dual-
beam pattern illustrates that the number of dimensions has not
increased, rather, the solution space is more complicated, and thus
harder to optimize. Similarly, the parallel version of the particle
swarm converges in approximately the same number of iterations
as the serial version, although it does so in less physical time.

4.2 Design Sensitivity
In certain implementations of dual-beam antenna arrays, the ele-
ment excitations may not be exactly the same as the design calls
for. Error may be introduced by the power dividing network or the
phase shifting components. In particular, digital phase shifters only
guarantee accuracy within a certain range depending on the num-
ber of bits available for phase discretization. A parameter sensi-
tivity analysis was performed to evaluate how the dual-beam
designs achieved by the particle swarm would operate under
realistic conditions. Because the array parameters are so finely
tuned, there is reason to be concerned that even a small change in

the element excitations could induce a significant change in the
radiated power pattern. Our simulations show that this is not the
case.

Tables 2 and 3 show the results of a sensitivity analysis of the
amplitude and phase of the element excitations, respectively. Each
column of the tables tracks one of the seven design parameters.
Each row shows the average value of the parameter over 50 runs.
Each of the 50 runs applied a random error to either the optimized
amplitude or phase of each array element. The magnitude of the
error was randomly chosen but does not exceed n% of the opti-
mized value, where n is specified in the first column of each table.

A few significant conclusions can be drawn from this data.
Most importantly, it is clear that the radiated power patterns are
much more sensitive to errors in the phase than errors in amplitude.
The SLL of the sector pattern is more than 3.75-dB higher than the
specification when the maximum phase error is 15%. However, a
common 6-bit phase shifter will have a maximum error of 6°,
which is about 1.67%. Table 3 clearly shows that for that level of
uncertainty, the sector pattern will still be acceptable for most
applications.

4.3 Verification of Results
More information about the optimized designs was obtained by
simulating the arrays with a comprehensive array simulation pro-
gram developed at UCLA. The program provides a measure of the
absolute directivity of the array, which the methods previously
described cannot. Figure 12 shows the radiation patterns for the
PSO-generated design of Figure 8. The directivities of the patterns
are as expected over the range 0 	 � 	 180.

5. CONCLUSION

This research has taken advantage of the flexibility of the particle
swarm optimization technique by applying it to the problem of
reconfigurable multiple-beam array synthesis. The ease with which
the PSO can be applied to problems in electromagnetics and
antennas make it a useful and promising tool for researchers. The
performance of the algorithm compares well to other techniques
that have been applied to this problem, in particular the global
optimization methods of genetic algorithms and simulated anneal-

Figure 11 A numerical simulation verifies the results of the PSO design
and provides a sense of the directivities of each beam relative to one
another. This figure shows the results of the optimization of the Wood-
ward–Lawson coefficients
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ing. The particle swarm was used to find solutions to a specific
dual-beam array problem in two ways. First, the PSO optimized
the Woodward–Lawson coefficients. Second, the PSO optimized
the element excitation amplitudes and phases directly. Both meth-
ods provided acceptable solutions to the problem, but the second
method was found to be more straightforward both conceptually
and in practice.

In real-life applications, errors in power dividing networks and
sampling error associated with binary phase shifters are inevitable,
and practical arrays must be able to maintain acceptable perfor-
mance in spite of these imperfections. The particle swarm-opti-
mized reconfigurable array designs were found to be resistant to
simulated variations in the excitation coefficients.

Future work with the particle swarm might extend to many
different areas of antenna design and analysis. The PSO program
developed at UCLA has the ability to be linked to nearly any
numerical simulation program available, and is therefore capable
of optimizing any structure that can be numerically simulated. In
particular, multiple-beam array problems could be approached
using more degrees of freedom than are utilized in the present
work. For example, the element position and geometry could be
optimized in addition to the array excitation to achieve even more
complex multiple-beam patterns.
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ABSTRACT: It is shown that thin mushroom layers (high-impedance sur-
faces realized as regular arrays of small patches at a small distance from a
metal surface) can be used as radar-absorbing structures whose perfor-
mance does not change with the incidence angle for TM-polarized waves.
The key role of the vias connectors between the patches and the ground
plane is explained, and potential performance demonstrated in examples.
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1. INTRODUCTION

The design of thin absorbing layers for radar cross section reduc-
tion is a challenging task, because the thickness reduction leads to
a decrease of the bandwidth [1]. Another problem is that obliquely
incident waves are absorbed much less effectively than normally
incident plane waves. Indeed, imagine an absorbing layer excited
by a plane wave whose tangential to the interface wavevector
component is kt. If the absorber material has the material param-
eters � and �, the normal to the surface component of the propa-
gation factor is 
 � �k2 � kt

2, where k � 
���. For plane
waves coming from free space (parameters denoted as �0, �0,
�0 � ��0/�0, k0 � 
��0�0) at an angle � the tangential
propagation factor is kt � k0sin �. Thus, the electrical thickness of
the layer �
�d decreases if the incident angle increases. Due to the
same reason, the resonance frequency of Salisbury absorbers (re-
sistive sheets located quarter-wavelength apart from metal bodies)
is different for different incidence angles: the electrical thickness
of the spacing between the sheet and the conductor is proportional
to cos �.

In this paper we describe an absorbing layer that does not suffer
from this drawback, and has the same performance for wide ranges
of the incidence angles.

2. HIGH-IMPEDANCE MUSHROOM SURFACES FOR
OBLIQUELY INCIDENT WAVES

The proposed design is based on the use of a certain feature of
high-impedance surfaces realized as so-called mushroom layers:

Figure 12 This figure verifies the pattern achieved by directly optimiz-
ing the element excitations
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